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Abstract: In the current scenario, Heart-Disease or Cardiovascular-Disease 

(CVD) is the threating devil to the globe and major threat to human’s life after 

COVID. It is a type of disease refers to a group of conditions that affect the heart 

and blood vessels.  It is a very large team since it encompasses various disorders, 

the most common and serious one is Coronary-Artery-Disease (CAD. The 

Machine learning algorithms and strategies plays a predominant role in analysing 

the various crucial heart disease that provides effective prediction results. This 

study highlights the insights in the performance of Logistic Regression (LR), 

Random Forest (RF), Support Vector Machine (SVM) and XGBoost algorithm 

using feature selection algorithm called Univariate Feature Selection (UFS). The 

Cleveland Heart Disease (CHD) dataset is accessed from Kaggle and it is a 

multivariate dataset contains 303 instances with 14 features. UFS uses chi-square 

feature test to assess the relationship between each feature and target variables. 

The performance dominant features (7) were identified and used to build the 

model using the above-mentioned popular computing algorithmic approaches.  By 

developing the model through UFS, the attained result proves that the prediction 

accuracy is high in LR and SVM with 90% among the four er models. This article 

includes the effort taken in Feature Selection and prediction of dominant inputs to 

build the model.                                             
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1. Introduction: 

The cardiac arrest is a serious medical emergency with high fatality rate. It occurs 

mainly when the heart suddenly stops pumping, that leads to loss of blood flow to the vital 

organs. If the heart valves are damaged, then it does not function effectively and the blood is 

allowed to leak which leads to acute congestive heart failure. The main defect is plaque builds 

up inside the coronary arteries, these coronary arteries are the blood vessels capable of 

supplying oxygen and needed nutrients to the heart muscle. This leads to narrowing or blocking 

of the arteries that reduces blood flow of the heart [1]. In these cases, if the blood supply to the 

heart is insufficient will lead to chest pain and in most of the cases patients experience heart 

attack or myocardial infarction. It causes death worldwide and the major risk factors of this 

type of disease may include blood pressure, high cholesterol, smoking, diabetes, obesity or 

family history of heart disease. Early detection and findings will prevent the complications and 

that gives best outcome for the people to overcome the disease. High quality medical care is 

the barrier for healthcare groups. In order to provide the best and utmost care to the patients 

firstly the patient’s problem should be identified or examined correctly. In order to do this there 

are many technological advancements are emerged today which supports the primary 

prediction at the earliest and supports Healthcare Domain to apply corrective measures.  

2. Literature survey: 

The CVD is one of the major causes for death in the overall population of the world. In 

clinical data analysis, prediction of heart disease is considered as one of the most important 

aspects [2]. In data mining process, data preprocessing is one of the most impor tant steps 

carried out to reduce the data redundancy and inconsistent data mainly to improve the 

classification accuracy [3]. In the medical field CVD is leading to fatal death. It is rapidly 

increasing due to obesity, cholesterol, blood pressure and usage of tobacco in many forms 

among the people. The CVD consists of CAD and CHD. There are many constraints in manual 

identification of heart disease, that leads to false predictions. In machine learning oriented 

research efforts have proved that more featured medical attributes can be used to predict so that 

it produces better model with greater accuracy and performance [4]. The author proposes 

several supervised learning techniques and compared the techniques such as Decision tree, 

Support vector machine, Random forest, Naive bayes, Logistic regression, Artificial neural 

networks, Logistic regression ,KNN and identifies the gaps in literature and structured the 

machine learning algorithm suffers from anyone of the limitations such as Dataset sample, 

Dataset distribution, Data-clinical correlation, feature selection, Hyper-parameter 

optimization, Meta heuristic techniques, Ensemble Techniques, Clinical aspects[5].There are 

many medical conditions that leads to CHD but diabetes is a common chronic disease 

worldwide. The authors statistically identified and analysed the features such as demographic 

information, laboratory indicators, medical examination and questionnaire and evaluated using 

XG boosting, Random Forest and Logistic Regression. By using the basic features identified 

feature selection is done and obtained the optimal feature subsets, then combined feature 

selection methods such as ANOVA and GINI and used machine learning algorithms and 

obtained the final feature set, thus leads to the generation of the final model [6]. The author 
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conducted a metadata study that includes 451 papers from the year 2012 to 2021 and 

understood that researchers shown majority of their interest on SVM to predict CHD and the 

study aims to identify the ML based data driven approaches in identification of heart disease 

with the imbalanced data [7]. The authors used modelling techniques on the Cardiovascular 

dataset, which contains 70,000 records of patient information who got affected with coronary 

heart disease. Built a stacked model using 4 types of classifiers and identified the effective 

model with final accuracy of 75.1% [8]. Due to the increasing size of medical dataset, there is 

a major complexity in identification of the most important risk factors and understand the 

complex feature relationships to identify the disease. The study focuses on the process of 

identifying the risk factors that are most important for disease prediction. The authors 

performed correlation and interdependence of many different medical features for the heart 

disease prediction and applied a filter-based feature selection method and selected the most 

relevant features. If the number of features is reduced, the performance of the machine learning 

classification models improved with the reduced training time [9]. The predictions are made 

from the dataset obtained from UCI repository by using ML algorithm which contains 74 

features and validated using six ML classifiers. The study proved the combination of chi-square 

with PCA (Principal Component analysis) produces greater accuracy in most of the 

classification algorithms [10]. The hybrid model builds the accuracy of 83% that is greater than 

the existing models [11]. The authors evaluated merged list of  two feature sets and constructed 

a human-machine collaborative set and predicted the likelihood of 30 days readmission of 

patients who have Congestive heart failure(CHF) and achieved AUC above 0.8 and accuracy 

of 89% [12].The authors collected the heart disease prediction dataset from Cleveland 

repository that consists of 303 instances ,14 features and used for their investigation using 

Boruta feature selection method and acquired 88.2% accuracy for logistic regression 

model[13]. Thus, machine learning models that has revealed in this literature survey crops 

massive results that obliges as the unsurpassed decision support in the early finding of heart 

disease by compounding the prophetic tools into the EHR systems for risk accompanying with 

heart disease. This kind of prophetic techniques empowers the health care professionals to 

improve the primary findings and best action for the patients. 

3. Proposed model: 

The study focus on the implementation of UFS algorithm using Chi-Squared test  to 

obtain the best features from the accessed dataset, a well-known for earlier predictions. 

3.1 Feature selection 

Feature selection is one of the predominant data preprocessing techniques to improve 

the efficiency and accuracy of machine learning prediction models. It is mainly applied to the 

high dimensionality dataset. The UFS algorithm is one of the suitable algorithms used to 

identify the best statistically important features. This method is mainly used to evaluate each 

feature individually and it will not consider the relationship between the features. Univariate 

method assesses each feature independently. This kind of approach is useful to identify the 

most relevant features by reducing dimensionality and complexity features. Some of the 

common techniques used in univariate feature selection method are ANOVA, t-test, Chi Square 

test, Information gain or Mutual information. 
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Begin 

Step 1: Load the Cleveland dataset collected from Kaggle. 

Step 2: Preprocess the dataset by handling missing values, encoding the categorical 

values and if needed scale the features. 

Step 3: Define function for univariate feature selection method. 

Step 4: Split the dataset into training and test dataset. 

Step 5: Now apply the univariate feature selection on the training dataset. 

Step 6: Extract the selected features from training and test dataset. 

Step 7: Train a machine learning model on the selected features. 

Step 8: Evaluate the model performance on the test dataset. 

Step 9: Repeat the steps 5 to 8 with different parameters for comparison and optimization. 

End 

//Pseudocode 1: Univariate feature selection algorithm for heart disease prediction  

  The UFS method is a straightforward method to implement, efficiently handles high-

dimensionality dataset by selecting relevant features based on the target variable. It has the 

advantage of reducing the risk of overfitting. It also selects a subset of features. This method is 

computationally less intensive when compared to the multivariate techniques. The UFS helps 

the healthcare professionals to focus on the clinically relevant factors to identify the important 

features that directly impact heart disease prediction.  

 

 

Fig 1: Feature Selection using UFS (Chi-Squared Test) 

4. Health Care Data Analysis on CHD Dataset: 

4.1. Dataset Representation: 

The CHD dataset is collected from Kaggle that contains 303 instances with 14 

attributes. In this study, feature selection is done considering all the 14 attributes and the best 

5 attributes is selected using Chi-Squared test. Age and sex attributes are the major risk factor 

for heart disease. Cp(Chest pain type) denotes the various levels of heart disease .Resting blood 

pressure(trestbps) and Cholestrol(chol) indicates the high blood pressure level and cholesterol 
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level both are also considered as the major risk factors of heart disease. Fasting blood 

pressure(fbs) indicates the blood sugar level(diabetes) a significant risk factor in the heart 

disease prediction. Resting ECG(restecg) will produce the abnormal conditions found in the 

electrocardiogram).Maximum heart rate(thalach) it mainly indicates the poor functioning of 

the heart. Exercise Induced angina(exang) denotes the restricted blood flow to  the heart. 

STDepression(oldpeak) is used to measure the changes in the ST segment of the ECG. Slope 

of ST segment(slope) denotes the different types of heart stress or damage. Number of major 

vessels(ca) denotes the extent of blood flow restriction in the heart. Thalassemia(thal) indicates 

the different types of thalassemia. num is the attribute to identify the presence and severity of 

heart disease. 

 

 

Fig 2: Dataset Representation-CHD dataset 
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5.Results and Discussion: 

The upshots highlight the implication of Machine learning algorithms for heart disease 

prediction using the feature selection method. The enactment of the univariate feature selection 

algorithm using Chi-Squared test evidenced that is the best approach in improving the actual 

performance of the models. Best features are selected from the dataset and helps to improve 

the evaluation metrics of the models. After the feature selection using univariate feature 

selection methods, selected features are applied to the machine learning models such as 

Logistic regression, Random Forest, SVM and XG Boost final accuracy is calculated. Regular 

supervision and re-evaluation of the rules generated from the learning set are necessary for the 

responsible usage of these models to guarantee their continued effectiveness and reliability in 

a range of clinical contexts.  

6.Conclusion: 

 This study aimed to propose an effective model that uses feature selection and classifier 

models for predicting heart disease. The data that has been used for prediction is obtained from 

the CHD Dataset. Before applying the UFS for preprocessing of the data is done to ensure there 

is no irrelevant or missing data in the dataset. This ensures better performance of the model. 

This research effort used four classifier methods and taken various measures such as accuracy, 

precision, recall and f1 score. Among all the four classifier models Logistic Regression and 

SVM has the highest accuracy 90%, precision 0.9, f1 score 0.95 and recall 1. CHD dataset has 

only limited number of instances. In the future study many real-world data can be taken which 

contain diverse dataset with huge number of instances and attributes more than 14  considering 

the major risk factors. Additionally, the future work can extend predicting heart disease along 

with other medical conditions which is considered to be the severe cause for death. 
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